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By A.M.Turing

1. The Imstation Game.

I prOPOSE to consider the question, ‘Can machines think ?’
This should begin with definitions of the meauing of the terms
‘ machine ' and ‘ think *. The definitions might be framed s0 as to
reflect po far as possible the normal use of the words, but this
attitude is dangerous. If the meaning of the words ‘ machine’
and ‘ think ’ are to be found by examining how they are commonly
used it is difficult to escape the conclusion that the meaning
and the answer to the question, ‘ Can machines think ?’ is to be
sought in s statistical survey sich as a Gallup poll. But this is
absurd. Instead of attempting such a definition I shall replace the
question by another, which is closely related to it and is expressed
in relatively unambiguous words.

The new form of the problem can be described in terms of
s game which we call the ‘imitation game'. It is played with
three people, a man (A), a woman (B), and an interrogator (C) who
may be of either sex. The interrogator stays in a room apart
from the other two. The object of the game for the interrogator
i8 to determine which of the other two 18 the man and which is
the woman. He knows them by labels X and Y, and at the end
of the game he says either ‘X s Aand Yis B'or'XisBand Y
is A’. The interrogator is allowed to put questions to A and B
thus :

C: Will X please tell me the length of his or her hair ?

Now suppose X is actually A, then A must answer. It is A's
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How do machines learn
to speak?
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Juan comi6 la manzana
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How do we
teach all this
to a
computer?

Phonetics, Phonology

All sounds,
System sounds
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HoW does Al work?
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Fulty Closed [l Generative Al System Release Method Over Time (All Modalities)
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A large language model is a type of
artificial intelligence that can process
and produce natural language texts.

It learns from a large amount of text
data, such as books, articles, and web
pages, and discovers the patterns and
rules of language from them.

It can perform various tasks, such as
answering questions, summarizing texts,
writing essays, and more.

Prompt:
In 100 words or less, please tell me what a large language model is

Prompt:
A futuristic abstract rendering of a large language model




Tokens — What are they?

« A token - A basic unit of text, such as a word, part of a word, or a punctuation mark, that the
model processes as part of its input or output

The dog ate a cat

The dogi ate a cat

Der Hund hat eine Katze gefressen

dog ate a cat

https://platform.openai.com/tokenizer

[\
Text Tokens
# tokens
[791, 5679, 30912, 264, 8415] The dog ate a cat 5
[791, 5679, 72, 30912, 264, 8415] 6

The dogi ate a cat

[22960, 99014, 9072, 10021, 17816, 3059, 28784, 676,268] Der Hund hat eine Katze gefressen °

[18964, 30912, 264, 8415] dog ate a cat 4


https://platform.openai.com/tokenizer
https://platform.openai.com/tokenizer

How a model works: prediction of the following token

* They use the “context” (the previous tokens) to predict the next probable one

poisen
banaan

The ate the ?

791 -> 5679 ->30912 > 264 -> 7?

https://platform.openai.com/tokenizer
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Great market opportunity
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Great market opportunity

DESNOSEES S ¢COMO SE DICE AMIGO EN
o T ™F -...:':".""\- = '.".-xl"-' '_1- ™ ..“l‘ - I“ :-':; il . Tu PA'S?







}; “Will robots inherit the earth?

' f}‘ .t" Yes, but they will be our children”.

c Amercian
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