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CONCEPT BUILDING 

„AN IMPORTANT OBSTACLE TO PROGRESS ON THE ETHICAL AND

SOCIETAL ISSUES RAISED BY AI-BASED SYSTEMS IS THE AMBIGUITY

OF MANY CENTRAL CONCEPTS CURRENTLY USED TO IDENTIFY

SALIENT ISSUES.„

• TERMINOLOGICAL OVERLAPS

• DIFFERENCES BETWEEN DISCIPLINES

• DIFFERENCES ACROSS CULTURES AND PUBLICS

• CONCEPTUAL COMPLEXITY

SOURCE: ETHICAL AND SOCIETAL IMPLICATIONS OF

ALGORITHMS, DATA, AND ARTIFICIAL INTELLIGENCE: A
ROADMAP FOR RESEARCH. WHITTLESTONE, J. NYRUP, R. 
ALEXANDROVA, A. DIHAL, K. CAVE, S. 
(2019), LONDON. NUFFIELD FOUNDATION.



CONCEPT BUILDING

1. MAPPING AND CLARIFYING AMBIGUITIES

2. BRIDGING DISCIPLINES, SECTORS, PUBLICS AND

CULTURES

3. BUILDING CONSENSUS AND MANAGING

DISAGREEMENTS

SOURCE: ETHICAL AND SOCIETAL IMPLICATIONS OF

ALGORITHMS, DATA, AND ARTIFICIAL INTELLIGENCE: A
ROADMAP FOR RESEARCH. WHITTLESTONE, J. NYRUP, R. 
ALEXANDROVA, A. DIHAL, K. CAVE, S 
(2019), LONDON. NUFFIELD FOUNDATION.



WE DEVELOP AN EVIDENCE 

BASE

THIS IS AN ITERATIVE PROCESS AMONG EXPERTS WITH DIFFERENT

SKILLS AND BACKGROUND WITH GOAL TO:

• UNDERSTAND TECHNOLOGICAL CAPABILITIES AND

LIMITATIONS

• BUILD A STRONGER EVIDENCE BASE TO SUPPORT CLAIMS

AND IDENTIFY TENSIONS (DOMAIN SPECIFIC) 

• UNDERSTAND THE PERSPECTIVE OF DIFFERENT MEMBERS OF

SOCIETY

SOURCE: WHITTLESTONE, J ET AL (2019)
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CLAIMS, ARGUMENTS AND 

EVIDENCE (CAE)

CLAIMS – “ASSERTIONS PUT FORWARD FOR GENERAL ACCEPTANCE. 
THEY ARE TYPICALLY STATEMENTS ABOUT A PROPERTY OF THE SYSTEM

OR SOME SUBSYSTEM. 

CLAIMS THAT ARE ASSERTED AS TRUE WITHOUT JUSTIFICATION

BECOME ASSUMPTIONS AND CLAIMS SUPPORTING AN ARGUMENT

ARE CALLED SUB CLAIMS. “

SOURCE: – BRUNDAGE ET AL. (2020) – TOWARD TRUSTWORTHY AI 
DEVELOPMENT: MECHANISMS FOR SUPPORTING VERIFIABLE

CLAIMS.



CLAIMS, ARGUMENTS AND EVIDENCE

(CAE)

EVIDENCE “THAT IS USED AS THE BASIS OF THE JUSTIFICATION OF THE CLAIM. 

SOURCES OF EVIDENCE MAY INCLUDE THE DESIGN, THE DEVELOPMENT PROCESS, 

PRIOR FIELD EXPERIENCE, TESTING, SOURCE CODE ANALYSIS OR FORMAL

ANALYSIS”, PEER-REVIEWED JOURNALS ARTICLES, PEER-REVIEWED CLINICAL

TRIALS, ETC.

SOURCE: – BRUNDAGE ET AL. (2020) – TOWARD TRUSTWORTHY AI DEVELOPMENT: MECHANISMS FOR SUPPORTING

VERIFIABLE CLAIMS.



CLAIMS, ARGUMENTS AND EVIDENCE 

(CAE)

ARGUMENTS LINK THE EVIDENCE TO THE CLAIM. 

THEY ARE DEFINED AS TOULMIN’S WARRANTS AND ARE THE “STATEMENTS

INDICATING THE GENERAL WAYS OF ARGUING BEING APPLIED IN A PARTICULAR

CASE AND IMPLICITLY RELIED ON AND WHOSE TRUSTWORTHINESS IS WELL

ESTABLISHED”, TOGETHER WITH THE VALIDATION FOR THE SCIENTIFIC AND

ENGINEERING LAWS USED. 

SOURCE: – BRUNDAGE ET AL. (2020) – TOWARD TRUSTWORTHY AI DEVELOPMENT: MECHANISMS FOR SUPPORTING

VERIFIABLE CLAIMS.



DEVELOP AN EVIDENCE BASE 

• TECHNOLOGY IS GENERALLY DESIGNED FOR A HIGHLY SPECIFIC PURPOSE A

CONTEXT. HOWEVER, IT IS NOT ALWAYS CLEAR WHAT THE TECHNOLOGY’S

UNINTENDED HARM MIGHT BE. 

• THEREFORE, AN IMPORTANT PART OF OUR ASSESSMENT PROCESS IS TO BUILD

AN EVIDENCE BASE THROUGH THE SOCIO-TECHNICAL SCENARIOS

TO IDENTIFY TENSIONS AS POTENTIAL ETHICAL

ISSUES. 



IDENTIFY CLAIMS

• “AI DEVELOPERS REGULARLY MAKE CLAIMS REGARDING THE PROPERTIES OF AI 

SYSTEMS THEY DEVELOP AS WELL AS THEIR ASSOCIATED SOCIETAL

CONSEQUENCES. “

SOURCE: TOWARD TRUSTWORTHY AI DEVELOPMENT: MECHANISMS FOR SUPPORTING VERIFIABLE CLAIMS

HTTPS://ARXIV.ORG/PDF/2004.07213.PDF

• CLAIMS FOR TECHNOLOGICAL CAPABILITY (FOR EXAMPLE AIM, 

PERFORMANCE, ARCHITECTURE, OR FUNCTIONALITY, ETC. ) SERVE AS AN

IMPORTANT INPUT IN DEVELOPING THE EVIDENCE BASE. 

• THIS IS AN ITERATIVE PROCESS AMONG EXPERTS OF THE ASSESSMENT TEAM

WITH DIFFERENT SKILLS AND BACKGROUNDS WITH A GOAL TO UNDERSTAND

TECHNOLOGICAL CAPABILITIES AND LIMITATIONS



VERIFIABLE CLAIMS

• „VERIFIABLE CLAIMS ARE STATEMENTS FOR WHICH EVIDENCE AND ARGUMENTS

CAN BE BROUGHT TO BEAR ON THE LIKELIHOOD OF THOSE CLAIMS BEING TRUE. 

• THE DEGREE OF ATTAINABLE CERTAINTY IN SUCH CLAIMS WILL VARY ACROSS

CONTEXTS. „

• SOURCE: TOWARD TRUSTWORTHY AI DEVELOPMENT: MECHANISMS FOR SUPPORTING VERIFIABLE CLAIMS

HTTPS://ARXIV.ORG/PDF/2004.07213.PDF



EXAMPLES 

OF 

CLAIMS

We will adhere to the data usage protocols we have 
specified

The cloud services on which our AI systems run are secure

We will evaluate risks and benefits of publishing AI systems in 
partnership with appropriately qualified third parties

The AI system is very accurate…

The AI system is more accurate then….

The AI system is 98% accurate...

The AI predicts with high quality …. 

Using the AI system results in saving XXX dollars

We will not create or sell AI systems that are intended to 
cause harm

We will assess and report any harmful societal impacts of AI 
systems that we build

Broadly, we will act in a way that aligns with society’s 
interests.



“KEEP YOUR AI CLAIMS IN CHECK”

US FTC

ARE YOU EXAGGERATING WHAT YOUR AI PRODUCT CAN DO?

• OR EVEN CLAIMING IT CAN DO SOMETHING BEYOND THE CURRENT CAPABILITY OF ANY

AI OR AUTOMATED TECHNOLOGY? 

• FOR EXAMPLE, WE’RE NOT YET LIVING IN THE REALM OF SCIENCE FICTION, WHERE

COMPUTERS CAN GENERALLY MAKE TRUSTWORTHY PREDICTIONS OF HUMAN

BEHAVIOR. 

• YOUR PERFORMANCE CLAIMS WOULD BE DECEPTIVE IF THEY LACK SCIENTIFIC SUPPORT

OR IF THEY APPLY ONLY TO CERTAIN TYPES OF USERS OR UNDER CERTAIN CONDITIONS.

ARE YOU PROMISING THAT YOUR AI PRODUCT DOES SOMETHING BETTER THAN A NON-AI 
PRODUCT?

• IT’S NOT UNCOMMON FOR ADVERTISERS TO SAY THAT SOME NEW-FANGLED

TECHNOLOGY MAKES THEIR PRODUCT BETTER – PERHAPS TO JUSTIFY A HIGHER PRICE OR

INFLUENCE LABOR DECISIONS. YOU NEED ADEQUATE PROOF FOR THAT KIND OF

COMPARATIVE CLAIM, TOO, AND IF SUCH PROOF IS IMPOSSIBLE TO GET, THEN DON’T

MAKE THE CLAIM.
Source: Keep your AI claims in check, By Michael Atleson, Attorney, US Federal 

Trade Commision Division of Advertising Practices February 27, 2023



“KEEP YOUR AI CLAIMS IN CHECK”

US FTC

ARE YOU AWARE OF THE RISKS?

YOU NEED TO KNOW ABOUT THE REASONABLY FORESEEABLE RISKS AND IMPACT OF

YOUR AI PRODUCT BEFORE PUTTING IT ON THE MARKET. IF SOMETHING GOES WRONG

– MAYBE IT FAILS OR YIELDS BIASED RESULTS – YOU CAN’T JUST BLAME A THIRD-PARTY

DEVELOPER OF THE TECHNOLOGY. AND YOU CAN’T SAY YOU’RE NOT RESPONSIBLE

BECAUSE THAT TECHNOLOGY IS A “BLACK BOX” YOU CAN’T UNDERSTAND OR DIDN’T

KNOW HOW TO TEST.

DOES THE PRODUCT ACTUALLY USE AI AT ALL?

IF YOU THINK YOU CAN GET AWAY WITH BASELESS CLAIMS THAT YOUR PRODUCT IS AI-
ENABLED, THINK AGAIN. IN AN INVESTIGATION, FTC TECHNOLOGISTS AND OTHERS

CAN LOOK UNDER THE HOOD AND ANALYZE OTHER MATERIALS TO SEE IF WHAT’S

INSIDE MATCHES UP WITH YOUR CLAIMS. BEFORE LABELING YOUR PRODUCT AS AI-
POWERED, NOTE ALSO THAT MERELY USING AN AI TOOL IN THE DEVELOPMENT

PROCESS IS NOT THE SAME AS A PRODUCT HAVING AI IN IT.

Source: Keep your AI claims in check, By Michael Atleson, Attorney, US Federal 

Trade Commission Division of Advertising Practices February 27, 2023



ENSURING THE VERIFIABILITY OF CLAIMS IN 

AI DEVELOPMENT IS HIGHLY DESIRABLE

• “FIRST, THOSE POTENTIALLY AFFECTED BY AI DEVELOPMENT–AS WELL AS THOSE

SEEKING TO REPRESENT THOSE PARTIES’ INTERESTS VIA GOVERNMENT OR CIVIL

SOCIETY–DESERVE TO BE ABLE TO SCRUTINIZE THE CLAIMS MADE BY AI 
DEVELOPERS IN ORDER TO REDUCE RISK OF HARM OR FOREGONE BENEFIT.”

• “SECOND, TO THE EXTENT THAT CLAIMS BECOME VERIFIABLE, VARIOUS ACTORS

SUCH AS CIVIL SOCIETY, POLICYMAKERS, AND USERS CAN RAISE THEIR

STANDARDS FOR WHAT CONSTITUTES RESPONSIBLE AI DEVELOPMENT.

• THIS, IN TURN, CAN IMPROVE SOCIETAL OUTCOMES ASSOCIATED WITH THE FIELD

AS A WHOLE.”

• “THIRD, A LACK OF VERIFIABLE CLAIMS IN AI DEVELOPMENT COULD FOSTER OR

WORSEN A "RACE TO THE BOTTOM" IN AI DEVELOPMENT, WHEREBY

DEVELOPERS SEEK TO GAIN A COMPETITIVE EDGE EVEN WHEN THIS TRADES OFF

AGAINST IMPORTANT SOCIETAL VALUES SUCH AS SAFETY, SECURITY, PRIVACY, 
OR FAIRNESS “

Source: Toward Trustworthy AI Development: Mechanisms for Supporting 

Verifiable Claims https://arxiv.org/pdf/2004.07213.pdf



WHAT IS EVIDENCE?

• WHO IS “QUALIFIED” TO GIVE STRONG EVIDENCE? WE COULD INTRODUCE

DIFFERENT LEVELS OF WHAT CONSTITUTES “EVIDENCE”. 

• STRONG EVIDENCE IS WHEN TESTING IS POSSIBLE. HOWEVER, TESTING IS NOT

ALWAYS POSSIBLE. WE LOOK AT PEER-REVIEWED JOURNAL ARTICLES

SUPPORTING A CLAIM. THIS IS ALSO EVIDENCE. 

• WHEN DOMAIN EXPERTS HAVE DIFFERENT VIEWPOINTS, THEN WE LIST SUCH

DIFFERENT VIEWPOINTS AND RELATED SUPPORTING EVIDENCE AS TENSIONS. 



DIFFERENT VIEWPOINTS

• EXPERTS IN DIFFERENT FIELDS WILL SEE THE AI SYSTEM QUITE DIFFERENTLY. WHAT

MAY BE CONSIDERED A LACK OF KNOWLEDGE CAN JUST BE A DIFFERENT LENS. 

IT'S CRUCIAL THE TEAM UNDERSTANDS THAT THERE WILL BE VERY DIFFERENT

PERSPECTIVES BASED ON THE SPECIFIC ROLE OR SUBDOMAIN DIFFERENT

EXPERTS REPRESENT.

• MANAGING DIFFERENT VIEWPOINTS BETWEEN EXPERTS COMPOSING THE

ASSESSMENT TEAM IS AN ESSENTIAL PART OF THE PROCESS. 

• ONE OF THE KEY LESSONS LEARNED IS THAT THERE MAY BE TENSIONS WHEN

CONSIDERING WHAT THE RELEVANT EXISTING EVIDENCE TO SUPPORT A CLAIM

IS.



IDENTIFYING “ISSUES”

• A CLAIM WITH NO EVIDENCE BECOMES AN ASSUMPTION, AND THIS COULD BE

A POTENTIAL RISK.

WE CALL THEM “ISSUES”.

• HOW TO DESCRIBE “ISSUES”?

• USE FREE TEXT AND AN OPEN VOCABULARY



EXAMPLE: TENSIONS IN EVIDENCE 

BASE

CASE OF A SKIN CANCER DETECTION AI TOOL (*):

THERE WERE TENSIONS BETWEEN THE VARIOUS ARGUMENTS LINKING EVIDENCE TO

SUPPORT THE CHOICE OF A DESIGN DECISION DERIVED FROM THE DIFFERENT VIEWPOINTS

EXPRESSED BY DOMAIN EXPERTS.

CLAIM: 

THIS AI SYSTEM HELPS DERMATOLOGISTS TO EARLY DETECTION OF MALIGNANT

MELANOMA. 

ARGUMENT: 

MALIGNANT MELANOMA IS A VERY HETEROGENEOUS TUMOR WITH A CLINICAL COURSE

THAT IS VERY DIFFICULT TO PREDICT. TO DATE, THERE ARE NO RELIABLE BIOMARKERS THAT

PREDICT PROGNOSIS WITH CERTAINTY. THEREFORE, THERE EXIST SUBGROUPS OF

MELANOMA PATIENTS WITH DIFFERENT RISKS FOR METASTASIZATION, SOME MIGHT NEVER

METASTASIZE AND DIAGNOSING THEM WOULD BE OVERDIAGNOSING. 

(*) – Co-Design of a Trustworthy AI System in Healthcare: Deep Learning Based Skin Lesion Classifier. Front. 
Hum. Dyn. |Human and Artificial Collaboration for Medical Best Practices, July 13, 2021



EXAMPLE: TENSIONS IN EVIDENCE 

BASE

• VIEW POINT DERMATOLOGIST:

EARLY DETECTION OF MALIGNANT MELANOMA IS CRITICAL, AS THE RISK OF

METASTASIS WITH WORSE PROGNOSIS INCREASES THE LONGER MELANOMA

REMAINS UNTREATED. 

• VIEW POINT EVIDENCE BASED MEDICINE PROFESSIONAL:

THERE ARE NO RELIABLE BIOMARKERS THAT CAN PREDICT THE PROGNOSIS OF

MELANOMA BEFORE EXCISION. THERE ARE PATIENTS WHO SURVIVE THEIR

LOCALIZED MELANOMA WITHOUT THERAPY. THEREFORE, THE EARLY DIAGNOSIS

DOES NOT NECESSARILY MEAN A BETTER PROGNOSIS; ON THE CONTRARY, 

THERE IS A RISK OF POOR PATIENT CARE DUE TO OVERDIAGNOSIS. 



IN SUMMARY: BUILDING A SOLID 

KNOWLEDGE / EVIDENCE BASE 

• WE SUGGEST BUILDING A SOLID KNOWLEDGE / EVIDENCE BASE AMONG ALL

TEAM MEMBERS OF THE USE CASE BEFORE THE INSPECTION STARTS AND ALSO A

SOLID Q&A LOG DURING THE INSPECTION PROCESS.

• EXPERTS MAY APPROACH THE USE CASE QUITE DIFFERENTLY:

• INTERPRETATIONS OF AND EXPECTATIONS FOR THE AI TOOL BEING

INSPECTED MAY DIFFER

• FOCUS OF INTEREST MAY BE VERY DIFFERENT



IN SUMMARY: CAE FRAMEWORK

• THE CLAIMS, ARGUMENTS AND EVIDENCE (CAE) FRAMEWORK (*) CAN HELP

WITH THE STRUCTURING OF THE USE CASE IN A CLEAR AND PRECISE FORM THAT

IS SUPPORTED BY EVIDENCE. 

• A CLAIM SHOULD ONLY BE ABOUT ONE SPECIFIC PROPERTY OF THE SYSTEMI

• IT SHOULD BE PHRASED IN A WAY THAT IS CLEARLY VERIFIABLE OR FALSIFIABLE. 

• THE CAE FRAMEWORK ALSO PROVIDES GUIDANCE ON HOW TO DISSEMINATE

COMPLEX CLAIMS INTO EASIER ONES.

(*) HTTPS://CLAIMSARGUMENTSEVIDENCE.ORG



THE Z-INSPECTION® PROCESS: CO-

DESIGN 

IN DESIGN AND DEVELOPMENT PHASES:

Z- INSPECTION® CAN BE USED AS A CO-CREATION PROCESS TO HELP AI 

ENGINEERS, DOMAIN EXPERTS TO ENSURE THAT THE DESIGN OF THEIR AI SYSTEM

MEETS THE TRUSTWORTHY AI CRITERIA. 



CO-DESIGN



WHEN IN CO-DESIGN.

• CONSIDER THE AI INITIAL DESIGN AS A CLAIM THAT NEEDS TO BE VERIFIED

WITH EVIDENCE.

• EXAMPLE: WHEN DESIGNING, TRAINING AND TESTING AN AI-SYSTEM (E.G. 

MACHINE-LEARNING ALGORITHM) WE DO “EMBED” INTO THE SYSTEM

NOTIONS SUCH AS “GOOD”, “BAD”, “HEALTHY”, “DISEASE”, ETC. MOSTLY

NOT IN AN EXPLICIT/TRANSPARENT WAY.



THE Z-INSPECTION® PROCESS 

IN DEPLOYMENT AND AFTER DEPLOYMENT:

Z-INSPECTION® CAN BE USED AS A VALIDATION PROCESS TO ASSESS THE

TRUSTWORTHINESS OF THE AI SYSTEM BEING DEVELOPED. 

ADDITIONALLY, IT CAN FORM PART OF AN AI CERTIFICATION, AUDIT OR

MONITORING PROCESS. 

THE LATTER CAN BE CONSIDERED A PART OF “ETHICAL MAINTENANCE” FOR

TRUSTWORTHY AI. 



WHEN THE AI IS DEPLOYED

• VERIFY CLAIMS OF THE PRODUCER OF THE AI WITH EVIDENCE

• EXAMPLE: “EMBEDDED” ETHICS IN AI FOR HEALTHCARE: MEDICAL

DIAGNOSIS



“EMBEDDED” ETHICS IN AI FOR 

HEALTHCARE: MEDICAL DIAGNOSIS 

"IN CASE MEDICAL DIAGNOSIS OR TREATMENT RECOMMENDATIONS

ARE BEING DEFERRED TO MACHINE LEARNING ALGORITHMS, IT IS THE

ALGORITHM WHO SETS THE BAR ABOUT HOW A DISEASE IS BEING

DEFINED.”

“THE DEPLOYMENT OF MACHINE LEARNING IN MEDICINE MIGHT RESURGE

THE DEBATE BETWEEN NATURALISTS AND NORMATIVISTS. “

-- THOMAS GROTE , PHILIPP BERENS

SOURCE: GROTE T, BERENS P.
J MED ETHICS EPUB AHEAD OF PRINT: [PLEASE INCLUDE DAY MONTH YEAR]. DOI:10.1136/ MEDETHICS-2019-105586 



LESSONS LEARNED

THERE MAY BE TENSIONS IN BUILDING A STRONGER EVIDENCE BASE ON THE

CURRENT USES AND IMPACTS (DOMAIN SPECIFIC) 

• DIFFERENT VIEW POINTS AMONG DOMAIN EXPERTS

• WHO IS “QUALIFIED” TO GIVE A STRONG EVIDENCE? 



HOW TO HANDLE IP

• CLARIFY WHAT IS AND HOW TO HANDLE THE IP OF THE AI AND
OF THE PART OF THE ENTITY/COMPANY TO BE EXAMINED. 

• IDENTIFY POSSIBLE RESTRICTIONS TO THE INSPECTION PROCESS, IN THIS CASE ASSESS THE

CONSEQUENCES (IF ANY)

• DEFINE IF AND WHEN CODE REVIEWS ARE NEEDED/POSSIBLE. FOR EXAMPLE, CHECK THE

FOLLOWING PRECONDITIONS (*):

• THERE ARE NO RISKS TO THE SECURITY OF THE SYSTEM

• PRIVACY OF UNDERLYING DATA IS ENSURED

• NO UNDERMINING OF INTELLECTUAL PROPERTY

DEFINE THE IMPLICATIONS IF ANY OF THE ABOVE CONDITIONS ARE NOT SATISFIED.

(*) SOURCE: “ENGAGING POLICY SHAREHOLDERS ON ISSUE IN AI GOVERNANCE” (GOOGLE)
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IMPLICATION OF IP ON TRUSTWORTHY AI

• THERE IS AN INEVITABLE TRADE OFF TO BE MADE

BETWEEN DISCLOSING ALL ACTIVITIES OF A

TRUSTWORTHY AI ASSESSMENT VS. DELAYING THEM TO

A LATER STAGE.

BENJAMIN HAIBE-KAINS, ET AL. THE IMPORTANCE OF TRANSPARENCY AND REPRODUCIBILITY IN ARTIFICIAL INTELLIGENCE

RESEARCH. (SUBMITTED ON 28 FEB 2020 (V1), LAST REVISED 7 MAR 2020 (THIS VERSION, V2))

HTTPS://ARXIV.ORG/PDF/2003.00898.PDF

https://arxiv.org/pdf/2003.00898.pdf


SUMMARY

• SOCIO-TECHNICAL SCENARIO BUILDING CAN HELP TEAMS TO THINK

AHEAD AND CREATE SYSTEMS THAT A GROUNDED IN TRUSTWORTHY AI 
FROM THE ONSET.

• THEN CAE FRAMEWORK IS A POWERFUL TOOL TO QUESTION CLAIMS, 

AND TO VALIDATE THEM IN THE QUEST FOR EVIDENCE.

• THERE ARE SOME OTHER CONSIDERATIONS TO BE MADE THAT RELATES TO

TRUST, SUCH AS PROTECTION OF IP AND LEGAL LIABILITY (ADDITIONAL

GOVERNING LAWS) THAT MAY NEED TO BE CONSIDERED.

• Z-INSPECTION AS A PROCESS IS VERY VERSATILE, AND CAN EASILY

ACCOMMODATE FUNDAMENTAL RIGHTS ASSESSMENTS OR TECHNICAL

REVIEWS
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